
• In incomplete or imperfect settings. Not enough information. 

• Why reasoning under uncertainty:

• Modeling every detail of a complex system is difficult.

• Not enough information to understand the system. 

What is Probability?

Different conditions:

• All outcomes have equal probability.

• Randomness (such as weather)

• Frequency approach, that is probability is based on history.

Probabilities quantify uncertainty regarding the occurrence of events. 

Reasoning under uncertainty 



Set Theory

Event A: A student has selected the statistics course.
Event B: A student has selected the language course.
Explain set of events using the van diagrams.

Showing all possible logical relations between a 
finite collection of sets.



Probability Space

• A probability space represents our uncertainty regarding an experiment

• Three parts:
• The sample space Ω, which is a set of outcomes

• A set 𝑙 of subsets of Ω, called events

• The probability measure 𝑃: 𝑙 → ℝ+

• A ∈ 𝑙 is a set of outcomes, an event. P(a) represents the probability that the 
experiment’s actual outcome will be a member of A.



𝜎 − 𝑎𝑙𝑔𝑒𝑏𝑟𝑎

• Let Ω be an arbitrary set. A non-empty collection 𝑙 subsets of Ω
satisfying the following conditions called 𝜎 − 𝑎𝑙𝑔𝑒𝑏𝑟𝑎:

• ∅ ∈ 𝑙

• If 𝐷 ∈ 𝑙 then its complement is also in 𝑙, that is Ω\D ∈ 𝑙

• If 𝐷1, 𝐷2, ⋯, is a countable collection of sets in 𝑙 then their union implies ⋃𝑖=1
𝑛 𝐷𝑖 ∈ 𝑙



Example of a probability space

• Example 1: Throwing a dice.
• Sample Space: {1,2,3,4,5,6}

• Event (Dice number ≤ 3) : {1,2,3}

Repeating the experiment for large number of times, the fraction of times that an event A 
occurs is called the Probability of A. 

That is 𝑃 𝐴 =
𝑛

𝑁

• Example 2: t is the lifespan of an electrical device and shown as 𝑆 = {𝑡|𝑡 ≥ 0}.

• Event: A device lasts less than 5 years shown as 𝐴 = {𝑡|0 ≤ 𝑡 < 5}.

Discrete sample space



Three axioms of probability space



Events – [Mutually Exclusive] 

• Two events are mutually exclusive if they cannot occur at the same 
time. Another word that means mutually exclusive is disjoint.
• Let 𝑙 be a 𝜎 − 𝑎𝑙𝑔𝑒𝑏𝑟𝑎 on the universe Ω.

for sets 𝐷1, 𝐷2, ⋯ , 𝐷𝑛 ∈ 𝑙 , that are mutually disjoint, we have

𝐷𝑖 ∩ 𝐷𝑗 = ∅, 𝑖𝑓 𝑖 ≠ 𝑗.

𝑃 ∪𝑖=1
𝑛 𝐷𝑖 = 

𝑖=1

𝑃(𝐷𝑖)

• P(A) = 0.2, P(B) = 0.7 , A and B are disjoints.

𝐵 Ω\B

A 0.00 0.20

Ω\A 0.70 0.10



• Two events are independent if the occurrence of one does not change the probability of the 
other occurring.

• If events are independent, then the probability of them both occurring is the product of the 
probabilities of each occurring.

• 𝑃 𝐴 ∩ 𝐵 = 𝑃 𝐴 ∗ 𝑃(𝐵)

• A and B are independent events
• P(A and B) = P(A) * P(B)

• P(A|B) = P(A)

• P(B|A) = P(B)

Events – [Independent Events] 

P(A) = 0.20, P(B) = 0.70.  =>  P(Ω\A) = 0.80, P(Ω\B) = 0.30

𝐵 Ω\B

A 0.14 0.06

Ω\A 0.56 0.24



Independent and identically distributed data

• Pick multiple random samples 𝑠1, 𝑠2, … , 𝑠𝑛 ∈ Ω

• Probability that 𝑠 ∈ Ω is picked: 𝑃(𝑠)

• The sampling is independent and identically distributed iff

• All samples are picked from the same probability space Ω, 𝑙, 𝑃
(= identically distributed)

• Samples are mutually independently picked, i.e.
𝑃 𝑠1, 𝑠2 = 𝑃 𝑠1 𝑃 𝑠2

• The overall probability then can be written as
P 𝑠1, 𝑠2, … , 𝑠𝑛 =  𝑖=1

𝑛 𝑃(𝑠𝑖)



Dependent Events

If the occurrence of one event does affect the probability of 
the other occurring, then the events are dependent.



Random variables 



Random variables - Example

• Toss a coin 10 times.

• Sample Space (S)= {HTHT …}, all different configurations of H & T.

• Random variable X = number of heads. 𝑋: 𝑆 → 𝑅

• 𝑋: 𝑆 → {0,1,⋯ , 10}.



Product and Sum rule



Product and Sum rule



Sum Rule 



Product Rule 



Two Important Rule in Probability Theory

• The product Rule

• The probability that A and B both happens is given as the probability that 
A happens times the probability that B happens, given A has occurred.

• 𝑃 𝐴 ∩ 𝐵 = 𝑃 𝐴 𝑃(𝐵|𝐴)



Densities 



Expected Value

Let X be a numerically-values discrete random variable with sample space of         and the distribution function m(x) .
The expected value is given as: 


