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ÅInspired by how the brain processes information 
- NN architectures are inspired by the 
architecture of biological nervous systems, 
which use many simple processing elements 
operating in parallel to obtain high computation 
rates.

ÅComposed of a large set of highly 
interconnected processing elements (neurons) 
working in parallel to solve specific problems

ÅANN, like humans, learn by example

Åpattern recognition, data classification of an ANN 
is configured through a learning process 
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Definition of Neural Networks (given by DARPA1 1998):

a system composed of many simple processing 

elements operating in parallel whose functions are 

determined by network structures, connection strengths 

and the processing performed at the computing 

elements or nodes2.

neurobiological 

modelling

artificial 

intelligence

ANN

1 DARPA = Defense Advanced Research Projects Agency

2ƴƻŘŜǎ ŀǊŜ ŦǳƴŎǘƛƻƴŀƭ ǳƴƛǘǎ ƛƴ bb ŀƭǎƻ ǊŜŦŜǊǊŜŘ ǘƻ ŀǎ άǳƴƛǘǎάΣ άŎŜƭƭǎά ŀƴŘ άǇƻǇǳƭŀǘƛƻƴǎάΦ 
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Å Reunification of

Å This development is coined as connectionism or more 
famously as Artificial Neural Network (ANN)

Machines performing cognitive functions are now built 

according to HOW brains are performing cognitive functions 

(simulated brain regions)

Definition of Neural Networks

neurobiological 

modelling

artificial 

intelligence

ANN
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ÅAn Artificial Neural Network is an 
adaptive, most often nonlinear 
system that learns to perform a 
function (an input/output map) 
from data. 

ÅAdaptive means that the system 
parameters are changed during 
operation, normally called the 
training phase. 

ÅAfter the training phase the 
Artificial Neural Network 
parameters are fixed and the 
system is deployed to solve the 
problem at hand (the testing 
phase ). 

brief overview:
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ÅThe input/output training data are fundamental in ANN 

technology, because they convey the necessary 

information to "discover" the optimal operating point. 

ÅThe nonlinear nature of the neural network processing 

elements (PEs) provides the system with lots of flexibility 

to achieve practically any desired input/output map 

brief overview:
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ÅAn input is presented to the NN & a corresponding target 
response set at the output (called supervised). 

ÅAn error is composed from the difference between the desired 
response and the system output. This error information is fed 
back to the system and adjusts the system parameters in a 
systematic fashion (the learning rule). 

ÅThe process is repeated until the performance is acceptable. 

brief overview:
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Å the performance hinges heavily on the data. 

ïIf one does not have data that cover a significant portion 

of the operating conditions or if they are noisy, then NN

technology is probably not the right solution. 

ïIf there is plenty of data and the problem is poorly 

understood to derive an approximate model, then neural 

network technology is a choice. 

Input 

units

Hidden 

units

Feed forward networks

Output 

unit

brief overview:
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Å ANN can be classified in a number of ways:

ï Network architecture

i. Feed forward networks

ii. Recurrent networks

iii. Competitive networks

ï Mode of learning 

i. Supervised learning 

ii. Unsupervised learning

iii. Reinforcement learning
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focus on the pattern of connections between the units and the propagation of data. As 

for this pattern of connections, the main distinction that can be made is between:

Å Feed-forward neural networks, where the data flow from input to output units is 

strictly feedforward. The data processing can extend over multiple (layers of) units, 

but no feedback connections are present, that is, connections extending from 

outputs of units to inputs of units in the same layer or previous layers. 

Å Recurrent neural networks that do contain feedback connections. Contrary to 

feed-forward networks, the dynamical properties of the network are important. In 

some cases, the activation values of the units undergo a relaxation process such 

that the neural network will evolve to a stable state in which these activations do 

not change anymore. In other applications, the change of the activation values of 

the output neurons are significant, such that the dynamical behaviour constitutes 

the output of the neural network (Pearlmutter, 1990). 

Å Classical examples of feed-forward neural networks are the Perceptron and 

Adaline. Examples of recurrent networks have been presented by Anderson

(Anderson, 1977), Kohonen (Kohonen, 1977), and Hopfield (Hopfield, 1982) . 
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ÅPerceptrons are arranged in layers, with the first layer 

taking in inputs and the last layer producing outputs. The 

middle layers have no connection with the external 

world, and hence are called hidden layers.

ÅEach perceptron in one layer is connected to every 

perceptron on the next layer. Hence information is 

constantly "fed forward" from one layer to the next (so 

called feed-forward networks).

ÅThere is no connection among perceptrons in the same 

layer.
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Å Recurrent network has input nodes, hidden neurons, output neurons, just as 

feedforward networks, what distinguish themselves from feedforward 

networks is that they have at least one feedback loop, i.e. when a neurons 

output is fed back into the network as input. 

Å so they not only operate just on an input space but also on an internal state

Å connections between units form a directed cycle. This internal state of the 

network allows it to exhibit dynamic temporal behavior. Unlike feedforward 

neural networks, RNNs can use their internal memory to process arbitrary 

sequences of inputs. (This makes them applicable to tasks such as 

unsegmented connected handwriting recognition, where they have achieved 

the best known results.)

http://en.wikipedia.org/wiki/Directed_cycle
http://en.wikipedia.org/wiki/Feedforward_neural_networks
http://en.wikipedia.org/wiki/Feedforward_neural_networks
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ÅCompetitive learning is a form of unsupervised 

learning, in which nodes compete for the right to respond 

to a subset of the input data. (A variant of Hebbian 

learning, competitive learning works by increasing the 

specialization of each node in the network.)

Å It is well suited to finding clusters within data. 

http://en.wikipedia.org/wiki/Unsupervised_learning
http://en.wikipedia.org/wiki/Unsupervised_learning
http://en.wikipedia.org/wiki/Hebbian_learning
http://en.wikipedia.org/wiki/Hebbian_learning
http://en.wikipedia.org/wiki/Cluster_analysis
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ÅSimple competitive networks are composed of two 

networks: the Hemming net and the Maxnet. Each of 

them specializes in a different function: 

Å1. The Hemming net measures how much the input 

vector resembles the weight vector of each perceptron.

Å2. The maxnet finds the perceptron with the maximum 

value.

A Hemming net 

A Maxnet 
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Å A learning algorithm refers to a procedure in which learning rules are 

used for adjusting the weights, which formally can be defined in the 

context of neural networks as follows [haykin94] :

Å "Learning is a process by which the free parameters (the weights) of 

a neural network are adapted through a continuing process of 

stimulation by the environment in which the network is embedded. 

The type of learning is determined by the manner in which the 

parameter changes take place.

Å Which implies the following sequence of events:

Å The neural network is stimulated by an environment.

Å The neural network undergoes changes as a result of this 

stimulation.

Å The neural network responds in a new way to the environment, 

because of the changes that have occurred in its internal structure."
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Å Learning in feed-forward networks belongs to the realm of 

supervised learning, in which pairs of input and output values are 

fed into the network for many cycles, so that the network 'learns' the 

relationship between the input and output. 

Å In backpropagation learning, every time an input vector of a training 

sample is presented, the output vector o is compared to the desired 

value d. 

Å The comparison is done by calculating the squared difference of the 

two: 

Å The value of Err tells us how far away we are from the desired 

value for a particular input. The goal of backpropagation is to 

minimize the sum of Err for all the training samples, so that the 

network behaves in the most "desirable" way.        

minimize
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ÅUnsupervised learning techniques use only input data 

and attempt through self organization to divide the 

examples presented to the network inputs up into 

categories or groups with similar charkteristics.

ÅUnsupervised learning can act as type of discovery 

process identifying significant features in the input 

patterns presented to it.
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ÅSimilar to supervised learning

Å Instead being provided with the correct output for each 

network input, the algorithm is given a grade, which is a 

measure of the network performance over some 

sequence of inputs. 
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Recapitulation  - Training of 

artifcial neural networks

We can categorise the learning situations in three distinct sorts. These are:

Å Supervised learning or Associative learning in which the network is trained by 
providing it with input and matching output patterns. These input-output pairs can be 
provided by an external teacher, or by the system which contains the neural network 
(self-supervised).

Å Unsupervised learning or Self-organisation in which an (output) unit is trained to 
respond to clusters of pattern within the input. In this paradigm the system is 
supposed to discover statistically salient features of the input population. Unlike the 
supervised learning paradigm, there is no a priori set of categories into which the 
patterns are to be classified; rather the system must develop its own representation 
of the input stimuli. 

Å Reinforcement Learning This type of learning may be considered as an 
intermediate form of the above two types of learning. Here the learning machine does 
some action on the environment and gets a feedback response from the 
environment. The learning system grades its action good (rewarding) or bad 
(punishable) based on the environmental response and accordingly adjusts its 
parameters. Generally, parameter adjustment is continued until an equilibrium state 
occurs, following which there will be no more changes in its parameters. The 
selforganizing neural learning may be categorized under this type of learning. 



Systems Neuroscience &

Neurotechnology Unit

ÅSubnetworks or larger networks with ANN principles can be 
re-use in other models, the connections can be added or 
reduced. 

ÅNN theory addresses complex problems, no single model 
has cracked the problem of categorization/attention/memory.

Subnetworks
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Å When creating a functional model of the biological neuron, there are 
3 basic components of importance: 

Å 1st: synapses of the neuron are modeled as weights. The strength of 
the connection is noted by the value of the weight. Negative weight 
values reflect inhibitory connections, while positive values designate 
excitatory connections. 

Å 2nd: An adder sums up all the inputs modified by their respective 
weights (linear combination). 

Å 3rd: Finally, an activation function controls the amplitude of the 
output.

Å From this model the interval 
activity of the neuron can be 
shown to be:

Å The output of the neuron, yk, 
would therefore be the 
outcome of some activation 
function on the value of vk.



Systems Neuroscience &

Neurotechnology Unit Activation functions

the activation function acts such that the 

output of a neuron in a neural network 

is between certain values (usually 0 

and 1, or -1 and 1). In general, there 

are three types of activation functions:
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Å 1st: the Threshold Function which takes on a 

value of 0 if the summed input is less than a 

certain threshold value (v), and the value 1 if 

the summed input is greater than or equal to 

the threshold value.

Å 2nd: the Piecewise-Linear function. This 

function again can take on the values of 0 or 

1, but can also take on values between that 

depending on the amplification factor in a 

certain region of linear operation. 

Å 3rd: the sigmoid function. This function can 

range between 0 and 1, but it is also 

sometimes useful to use the -1 to 1 range. An 

example of the sigmoid function is the 

hyperbolic tangent function. 

Activation functions
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Net = threshold value (v)

Out = output value

The common artifcial neural 

networks are all variations 

on the parallel distributed 

processing (PDP) idea. The 

architecture of each neural 

network is based on very 

similar building blocks which 

perform the processing. 

Activation functions
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Å An ANN consists of a pool of simple processing units which 

communicate by sending signals to each other over a large number of 

weighted connections. A set of major aspects of a parallel distributed 

model can be distinguished: 

Å a set of processing units ('neurons,' 'cells'); 

Å a state of activation for every unit, which equivalent to the output of the 

unit; 

Å connections between the units. Generally each connection is defined 

by a weight wjk which determines the effect which the signal of unit j 

has on unit k; 

Å an activation function, which determines the new level of activation 

based on the input and the current activation (i.e., the update); 

Å a method for information gathering (the learning rule); 

Å an environment within which the system must operate, providing input 

signals and|if necessary|error signals. 
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Å Each unit performs a relatively simple job: receive input from 

neighbours or external sources and use this to compute an output

signal which is propagated to other units. 

Å Apart from this processing, a second task is the adjustment of the 

weights. The system is inherently parallel in the sense that many 

units can carry out their computations at the same time. 

Å Within neural systems it is useful to distinguish three types of units: 

ï input units which receive data from outside the neural network, 

ï output units which send data out of the neural network, 

ï and hidden units whose input and output signals remain within 

the neural network. 

Å During operation, units can be updated either synchronously or 

asynchronously. With synchronous updating, all units update their 

activation simultaneously; with asynchronous updating, each unit 

has a (usually fixed) probability of updating its activation at a time t
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Å A neural network has to be configured such that the application of a set of 

inputs produces (either 'direct' or via a relaxation process) the desired set 

of outputs. Various methods to set the strengths of the connections exist. 

One way is to set the weights explicitly, using a priori knowledge. Another 

way is to 'train' the neural network by feeding it teaching patterns and 

letting it change its weights according to some learning rule. 
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Å Both learning paradigms supervised learning and unsupervised 

learning result in an adjustment of the weights of the connections 

between units, according to some modification rule. Virtually all learning 

rules for models of this type can be considered as a variant of the Hebbian 

learning rule suggested by Hebb in his classic book Organization of 

Behaviour (1949) (Hebb, 1949). The basic idea is that if two units j and k 

are active simultaneously, their interconnection must be strengthened. 
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ÅDesigner chooses the network topology, the 
performance function, the learning rule, and the criterion 
to stop the training phase, but the system automatically 
adjusts the parameters. 

ÅSo, it is difficult to bring a priori information into the 
design, and when the system does not work properly it is 
also hard to incrementally refine the solution. 

ÅMassive parallelism

ÅMinmal tolerance required

ÅLack of data

ÅCan get caught in local minima Ą
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ÅĄ Better apply support 

vector machines
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ÅFeed forward backpropagation NN

Å trainLM (training function) trainlm is a network training 
function that updates weight and bias values according 
to Levenberg-Marquardt optimization. Validation vectors 
are used to stop training early if the network 
performance on the validation vectors fails to improve or 
remains the same for max_fail epochs in a row. Test 
vectors are used as a further check that the network is 
generalizing well, but do not have any effect on training.

ÅLEARNGDM (learning function) learngdm calculates the 
weight change dW for a given neuron from the neuron's 
input P and error E, the weight (or bias) W, learning rate 
LR, and momentum constant MC, according to gradient 
descent with momentum

ÅMSE performance fct. It measures the network's 
performance according to the mean of squared errors.

ÅTansig (transfer fct) Hyperbolic tangent sigmoid transfer 
function
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Material-no.

Ingredients in %.


